
<center><span style=”font-family: verdana; font-size: 20px; color:
#275c86;”>Montenegro, Budva, Becici, 28 september - 02 october

2015</span></center>

Contribution ID: 74 Type: not specified

Big Data processing: test results
Friday, 2 October 2015 12:10 (30 minutes)

Dealing with large volumes of data is tedious work which is often delegated to a computer, and more and
more often this task is delegated not only to a single computer but also to a whole distributed computing
system at once. As the number of computers in a distributed system increases, the amount of effort put into
effective management of the system grows. When the system reaches some critical size, much effort should
be put into improving its fault tolerance. It is difficult to estimate when some particular distributed system
needs such facilities for a given workload, so instead they should be implemented in a middleware which
works efficiently with a distributed system of any size. It is also difficult to estimate whether a volume of data
is large or not, so the middleware should also work with data of any volume. In other words, the purpose of
the middleware is to provide facilities that adapt distributed computing system for a given workload. Tests
show that this middleware is well-suited for different types of workloads and its performance is comparable
with well-known alternatives.
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