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The Worldwide LHC Computing Grid (WLCG) has been in production for more than 10 years supporting
the preparations for, and then the first run of the LHC. It has shown itself to be one of the pillars of the
infrastructure necessary to enable the rapid production of physics results from the LHC, and has been in
constant use at a very high load since its first introduction. However, even from the first months of real
data flowing in 2010, the computing models and the WLCG infrastructure itself have been evolving to adapt
to the realities of real data, and the real use cases of the experiments. In particular, the data management
services have responded to the significant capabilities of the global network available to LHC, far above that
anticipated, and the requirement to optimise data placement and movement. Concepts such as global data
federations and intelligent data placement and caching have been introduced. In recent years, virtualisation
and cloud technologies have become more and more important and are now an important piece of the WLCG
technology. Since the experiments and WLCG itself receive offers of computing not just from the pledged
resources, but also in the form of opportunistic resources in private and pulic clouds, in HPC machines, and
various other sources such as volunteer computing, the foreseen evolution of WLCG must be to make use
of this pool of opportunity, and to not restrict itself to “grid”or “cloud”, but to adapt and easily incorporate
heterogeneous resources as they are made available. This talk will summarise the experience of Run 1, and
how the WLCG is anticipated to evolve during Run 2 and in preparing for the LHC and detector upgrades.
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