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HLIT-MON (GRID 2016)
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Sensor was written on C++ with libgtop2

Sensor and Broker was connected via ZMQ

•CPU usage (user/idle/system)

•RAM usage (rss/buffer/cache/free)

•NET usage (Eth+IB in/out)

HLIT-MON:SENSOR



• HLIT-MON it’s not hardware monitoring, it was monitoring for utilization 

CPU/MEM/NET by user’s apps.

• Information from SENSORS accumulate on BROKER and then sending to WEB

HLIT-MON



• After that user start job via SLURM on CLUSTER we can see how 

app utilize resources and if something went wrong (SYS load 

bigger than USER load) we can help user for improve his code if it 

needed.



HLIT-WEBAPP (MMCP2017, PFUR ITMM2017 )

We used hlit-mon for build our web app for monitoring workload on HybriLIT

• Auth via FreeIPA (Kerberos+LDAP).

• Monitoring blades, vm, services, storages via hlit-mon.

• Info was represented via hlit-web app written on Angular.

• Archiving workload info in DB.



HLIT-WEBAPP (MMCP2017, PFUR ITMM2017 )



HLIT-WEBAPP (MMCP2017, PFUR ITMM2017 )





PLANS FOR 2018

✓IMPROVE code. Fix memory leaks, wrong use ZMQ, not dynamic list of subscribers and  

we send info all time, and when no subscribers  too (We was students in 2016 ☺)

✓Added new features for CPU sensor (IOwait, Load by cores)

✓C++11 compatibility (We was students in 2016 ☺)

✓Support GPU monitoring via NVML. Thanks for Branislav Beke.

✓Support multi cluster or Supercomputers

All of it done (hotovo) because now we develop our system with OB team ☺

Marian Skalský, Dmitry Podgainy, Oksana Streltsova,

Michal Dančo, Dominik Matis, Branislav Beke, Matej Fedor, Andrey Bulatov.

Thanks for ALL!!



OB-MON STRUCTURE
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WORK STILL IN PROGRESS….

• Now we implement out monitoring app in SALSA and now it can be installed 

not only on HybriLIT or SC Govorun.

• We moving to React. Because every new major version of Angular bring many 

problems and we solve problems with versions and syntax. We want develop 

new features! not solve 3rd party librarry problems...

(Thanks for Michal Dančo, Dominik Matis)

• Everyday we want do something cool and useful

https://salsa.openbrain.sk/salsa-webapp/













BUT WE WANT NOT ONLY MONITORING FOR USER 
APPS ON HLIT AND GOVORUN

• We work on implementation with Ivan Kashunin’s monitoring (litmon) for 

HybriLIT and SC Govorun

• We already install all NRPE packages and configure all blades on HybriLIT 

for work with litmon





OUR PLANS

• HARDWORK

• More deeply integration with SALSA-webapp and full join forces to develop

• Add new features and optimize current

• Present a universal product that can be customized for your targets/ideas/needs

Hardwork. Hardwork. Hardwork. Hardwork. Hardwork. Hardwork. Hardwork. Hardwork. Hardwork.



Thank you for attention!


