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● The role of Information system 
in Distributed Computing Environment

● AGIS →  CRIC framework

● CRIC main features

● CRIC plugins for WLCG Experiments/other 
Collaborations

Outline
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International Collaboration of Computing centers located across  the world 
to distribute and analyse LHC data

Distributed Computing Environment:
   Worldwide LHC Computing Grid (WLCG)

• 200 Computing Centers

• 40+ Countries

• 1EB  storage (disk + tape)

• 1M  job slots (pledged+opportunistic)

• 10k+ users (physicists)
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LHC Experiments rely on heterogeneous distributed computing  

● variety of computing resources involved 

● variety of infrastructures and middleware providers 

Distributed Computing Environment 
(Resources)
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➢ Each Community uses and describes Resources in its own way

○ Computing Models are similar but still have different 
implementation

○ Various high level VO-specific frameworks & middleware services  
(e.g. for Data and Workflow management)

○ Cross experiments applications (monitoring, accounting, testing 
frameworks, resource usage descriptors, etc)

➢ Apart from resources description, high level VO-oriented middleware 
services and applications also require the diversity of common 
configurations to be centrally stored and shared

Distributed Computing Environment 
(Experiments)
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Resource Configurations & VO applications
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Resource & Services: Gluing them together via 
high level Information component for WLCG VOs
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• Designed in 2009/2010, in full production since LHC Run-1

• ATLAS oriented. Connects Resources and Experiment frameworks 
(services) together for the ATLAS Collaboration

• Integrates configuration and status info about resources, services and 
topology of the whole Computing infrastructure used by ATLAS 
Distributed Computing

Resource & Services: Gluing them together via 
high level Information middleware
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Computing Resource Information Catalog (CRIC):

• 2016/17. Next-generation system, the evolution of AGIS framework

• Not experiment specific (but still experiment oriented)

• Generic solution for the LHC experiments sharing same resources

• Can serves single VO with dedicated resources (e.g. COMPASS)
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No high-level information middleware which completely covers 
Experiments use-cases and describes resource as VOs need



CRIC: a unified Information system

■

■
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Core feature of Information model: 
“provided by” vs “used by” resources
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➢
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 Phys resources “provided by”  resources “used by”



CORE

CORE

CORE CRIC

CRIC Architecture: plugin based

CMS CRIC

ATLAS CRIC

WLCG CRIC
(serves ALICE, 
LHCb, overall 

view)

➢

➢

➢
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COMPASS 
CRIC

CORE

VOs can optionally use shared WLCG CRIC instance as the 
source or fetch data directly from low-level info providers



Authorization and Authentication (A&A)
➢ CRIC supports enhanced Access controls and user Group management

➢ Several Authentication methods enabled (SSO, SSL, VOMS, local)

➢ Flexible utilisation of Permissions, Roles and Groups at various levels

➢ Fine grain A&A on the level of object (class, instance, global permissions)

➢ Ability to bootstrap User info/DB from whatever external source
 (CERN DB, Experiment DBs, config files, e-groups, etc)

Each Experiment could configure own Data access policies!

User Profiles

SSO

SSL

VOMS

LocalUser Custom 
Groups

permissions

Roles Group 
memberships

Auth 
Group
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➢ CMS considers CRIC not only to define access rights within the system, but 

also to control user privileges for CMS applications (CRAB, WMAgent, Phedex, 
etc…).   Relies on CERN SSO and local authentication.

➢ ATLAS uses a simpler Auth concept based on user’s DNs coming from VOMS

Experiment decides what elements should be used out of the 
CRIC box to implement own policies and follow own workflow.

SiteDB
Groups

Groups 
membership

Auth 
Group

per Facility 
Groups

Group 
Responsib

ilities

Auth 
Group

CMS User ATLAS 
User 

Example of A&A use-cases for different VOs 

Roles

Roles
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Logging functionality  - track the changes
➢
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Common concepts. Storage example
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Experiment specific concepts. 
Computing resource example

➢
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Experiment specific concepts. CMS Facility example

Track the 
history of 
changes for the 
object
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General details 
and links to 
other objects. 

Facility is linked to a 
GocDB/OIM site

 (which is VO 
independent concept 
defined in CORE 
part)

Per-Facility auth 
groups
 mapped to users and 
CERN e-groups.

Aggregation of 
Experiment specific 
objects:
CMS Sites, Compute 
and Storage units ...
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*  Facility = group of resources (sites, services) belong to same administrative domain



CRIC features as the info middleware for VOs
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➢ Helps to easily integrate new Computing technologies which 
have not yet appeared in WLCG as the services or can not be 
part of WLCG in general, for example:
●
●

●

➢ Helps to minimize side effects for end-user applications of 
various internal migrations/changes/tests/evolution of 
Distributed Computing components/infrastructure:

●

●

➢  Masks incompatible updates in external data providers, 
implement missing functionality/overwrite/fulfill data:
●
●

●  are similar but still have different 
implementation

● Various high level VO-specific frameworks & 
middleware services  (e.g. for Data and Workflow 
management)

● Cross experiments applications (monitoring, 
accounting, resource usage, etc)

➢ Apart of resources description, high level 
VO-oriented middleware services and applications 
also require the diversity of common configurations 
to be centrally stored and shared
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http://cms-cric.cern.ch
http://wlcg-cric.cern.ch

