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Collecting speech data
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3

Getting pairs (audio, transcript) from open source dataset 
VoxForge.org
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Getting pairs (audio, transcript) from YouTube videos with 
captions

Collecting speech data
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Collecting speech data

author-provided subtitles

+ autogenerated YouTube subtitles

start and end time for 
each word in video

validate author subtitles 
using auto-generated 
YouTube subtitles
+ more precise audio cutting 
using timing from auto-subs
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https://github.com/wiseman/py-webrtcvad

Correction of words cutting using WebRTC Voice Activity 
Detector

Collecting speech data
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Getting pairs (audio, transcript) from Echo of Moscow 
radio shows

Collecting speech data
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• each episode has audio and 
transcript

• audio and text are not aligned as 
it is with YouTube subtitles

• audio has intros and ads in it 
which are not transcribed

Getting pairs (audio, transcript) from Echo of Moscow 
radio shows

Collecting speech data
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https://github.com/dpwe/audfprint

Removing intros from audio

Collecting speech data
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Volume and density of speech ads detection

Removing ads and intros from audio

advertisement

show audio

Collecting speech data
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https://github.com/readbeyond/aeneas/

Forced alignment: text -> no_ads_audio

Collecting speech data
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• repeated words in conversation, which are not in transcript
• thinking sounds “mmm, hmm, eem”,  which are not in transcript
• speakers interrupt each other

Due to above reasons automatic forced alignment algorithm produces alignments with 
error of 1-3 words, making this dataset not useable for training for now.

Possible solution would involve using speech recognizer to validate slicing of forced 
alignment algorithm.

Problems with speech data from radio shows

Collecting speech data
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Training
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CPU: 2 x Intel(R) Xeon(R) CPU E5-2690 v4 @ 2.60GHz
RAM: 256 GB
GPU: 2 x Nvidia Tesla P100 16GB 

High Performance Computing Node
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Training time: ~ 4 min per epoch (on 2 x Tesla P100)
Testing time (CPU beam search): ~ 15 min

Training on small dataset VoxForge_ru ~ 26 hours

• current beam search implementation runs 
on CPU due to querying of KenLM

• and lacks multithreading
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Training
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Training time: ~ 20m per epoch
on 2 x Tesla P100

Testing time (CPU beam search): 
1.5h 
(beam_width=1024)

Training on YouTube captions dataset ~ 140 hours

thousands of speakers, noisy recording environment - harder to converge for NN
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Training
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less = better

work in progress 
to reduce more

Training on YouTube captions dataset ~ 140 hours

thousands of speakers, noisy recording environment - harder to converge for NN
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Speech recognition examples
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average WER 58%

YouTube captions dataset ~ 140 hours



spbu.ru

Thank you for attention!
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