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Evolution of hardware part of Tier‑1 
site at Kurchatov Institute

● 2013 year – prototype at 10% computing power, 
about 80 nodes;

● 2015 year – all hardware is ready, about 400 
nodes;

● 2015-2018 – upgrading computing and storage 
facilities, more than 500 nodes.
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How does Tier-1 cluster managment 
system work

● Uses Puppet for cluster managment;
● Syncs puppet modules between master node and all 

nodes in the cluster;
● Applies local modules via puppet apply;
● Uses pdsh for mass modules applying at cluster 

nodes.
● Every site administrator have own puppet‑environment.
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Problems with original cluster 
managment system

● We have to keep modules in syncronizied state: we need 
special module for modules syncronization and we must not 
foget to call it before every configuration change at node by 
updated module

● It is very difficult to notice errors during mass module applying
● High chance to miss node (that was switched off for any 

reason, for example) and it is very difficult to notice it
● High load of master node during applying modules at all nodes
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How puppet agent may solve 
problems of puppet apply

● apply: have to keep modules in syncronizied 
state (we need special module for modules 
syncronization and we must not foget to call it 
before every configuration change at node by 
updated module)

● agent: does not need modules sync at all. We 
may still use site administrator environment for 
tests.
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How puppet agent may solve 
problems of puppet apply

● apply: it is very difficult to notice errors during 
mass module applying

● agent: puppet agent is writing to log-file results 
of all operations. We may analize log by 
monitoring tools.
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How puppet agent may solve 
problems of puppet apply

● apply: high chance to miss node (that was 
switched off for any reason, for example) and it 
is very difficult to notice it

● agent: automatically apply modules at nodes



2018-09-11 GRID 2018 9



2018-09-11 GRID 2018 10

How puppet agent may solve 
problems of puppet apply

● apply: high load of master node during applying 
modules at all nodes; nodes needs 
syncronization and module applying took a lot 
of time, despite of local catalog compilation

● agent: automatic modules applying is 
distributed in time, only compilled catalog goes 
to nodes.
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Compare the efficiency of sync+apply and agent for 
applying same module at all cluster nodes
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Compare the efficiency of sync+apply and agent for 
applying same module at all cluster nodes
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Potential problems of puppet agent 
and how we are going to solve them

● Problem: not all modules should be applied automatically: 
– We want more control for cluster critical services
– Services that work with users should be managed in manual mode (no one 

likes when storage pool with one's data suddenly restarts)
● Possible solution: find groups of modules that are cricial for 

cluster: for now it is modules that are related to storage system, job 
managment system and WLCG software.
– Every module is critical before audit: how it may harm critical 

cluster componens described above. After this audit we may take 
a decision if this module is safe enough for automatic apply.
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Potential problems of puppet agent 
and how we are going to solve them

● Problem: all our modules were written for "one-
by-one" mode. In agent-mode we have a lot of 
duplicate resource declaration and circular 
dependencies.

● Solution: audit of all our puppet code (about 47 
modules and 8000 lines of code)
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Potential problems of puppet agent 
and how we are going to solve them

● Problem: who watches the watchmen? We 
have to be sure that agent works in the right 
way.

● Possible solution: use monitoring tools for 
looking after puppet activity at nodes.
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Potential problems of puppet agent 
and how we are going to solve them

● Problem: have to control changes in 
managment code carefully to avoid massive 
applying of wrong settings at nodes.

● Solution: just use code review!
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Our experience of using Phabricator 
as a code review system

● Tier-1 at KIAE is using code review since prototype stage
● Initially, for code review we used mail list:

– It is difficult to watch for change status (waiting for update, waiting for review, etc)
– It is difficult to watch for review progress (what review requests are close to finish)
– It is difficult to see wthat was changed since previous iterration

● Since the middle of 2016 we are using Phabricator
– More than 400 changes was reviewed
– More than 1500 comments
– Added automatic codestyle checks

● Plans:
– Unit-tests
– Isolate puppet master form manual changes: automatically update puppet-master area after commit to 

version control system
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Thank you for your attention!
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